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An Experimental Evaluation of Generalized Predictive Control for Tiltrotor Aeroelastic

Stability Augmentation in Airplane Mode of Flight

Raymond G. Kvaternik and David J. Piatak
NASA Langley Research Center

Hampton, Virginia

Mark W. Nixon, Chester W. Langston, and Jeffrey D. Singleton
Army Research Laboratory

Vehicle Technology Directorate
NASA Langley Research Center

Hampton, Virginia

Richard L. Bennett and Ross K. Brown

Bell Helicopter Textron
Fort Worth, Texas

The results of a joint NASA/Army/Bell Helicopter Textron wind-tunnel test to assess the potential of Gener-
alized Predictive Control (GPC) for actively controlling the swashplate of tiltrotor aircraft to enhance aeroelastic

stability in the airplane mode of flight are presented. GPC is an adaptive time-domain predictive control method
that uses a linear difference equation to describe the input-output relationship of the system and to design the con-
troller. The test was conducted in the Langley Transonic Dynamics Tunnel using an unpowered I/5-scale semispan
aeroelastic model of the V-22 that was modified to incorporate a GPC-based multi-input multi-output control algo-
rithm to individually control each of the three swashplate actuators. Wing responses were used for feedback. The

GPC-based control system was highly effective in increasing the stability of the critical wing mode for all of the
conditions tested, without measurable degradation of the damping in the other modes. The algorithm was also ro-
bust with respect to its performance in adjusting to rapid changes in both the rotor speed and the tunnel airspeed.
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Notation

matrices (formed t?om ai and 13i)in multi-

step output prediction equation
control horizon

prediction horizon

objective function to be minimized
time index

number of data time steps used for SID

number of feedback outputs to GPC
order of ARX equation describing system

weighting matrices for inputs and outputs
number of control inputs from GPC

vector of digitized input time histories
vector of computed control inputs

matrix of input and output measurements
weighting factors tbr inputs and outputs

matrix of OMP determined by SID
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vector of digitized response time histories

control law gain matrices
coefficient matrices (OMP) appearing in

ARX equation and determined by SID

blade kinematic pitch-flap coupling angle
error function (difference between target

and predicted responses)

Abbreviations:

ARX autoregressive with exogenous input
MIMO multi-input/multi-output
OMP observer Markov parameters

SID system identification

INTRODUCTION

Tiltrotor aircraft operating at high speeds in the
airplane mode of flight are susceptible to a propro-
tor/pylon instability akin to propeller whirl flutter. Such
an instability was first encountered during full-scale
testing of the Bell XV-3 tiltrotor in the NASA-Ames
40- by 80-foot Wind Tunnel in 1962. Following this
incident, extensive analytical and experimental studies

of small dynamically-scaled models were initiated by
Bell with the threefold objective of providing a physical
understanding of the phenomenon, developing an ana-
lytical method to predict such instabilities, and identify-



ingcorrectivedesignchanges.By 1965,bothanexpla-
nationfor anda meansfor eliminatingtheinstability
werefound(refs.1-2). TheXV-3aircraftwasthen
modifiedto incorporatechangesindicatedbyanalyses
andretestedsuccessfullyin theNASA-Ames40-by80-
footWindTunnelin 1966.Theproprotor/pylondy-
namicstudiesinitiatedbyBell in supportof theXV-3
investigationwerefollowedby severalotherstudies
conductedby governmentandindustryoverthenext
decade(see,forexample,re['.,;.3-6).Takenasawhole,
thesestudieshelpedto establishthetechnologybase
neededtolatersuccessfullyaddresstheissueofpropro-
tor/pylon/wingaeroelasticstabilityin thedesignof the
XV-15tiltrotorresearchaircraftin themid-1970sand
theV-22Ospreyin themid-1980s.

Themechanismof theproprotor/pyloninstability
experiencedbytheXV-3wasidentifiedbyBellduring
theinvestigationof thatincidentandwasreportedby
Hall (ref. 1). Theprimarydestabilizingfactorwas
foundtobehubinplaneshearforcesresultingfromro-
torprecessionwhenoperatingathighforwardspeedsin
theairplanemodeofflight.Thehubshearsidentifiedas
beingresponsibleforthesubjectinstabilityareactually
asubsetof a largersetof hubforcesandmomentsthat
actonatiltrotoraircraft(ref.4). Disturbancesoccurring
in flight canexciteeithertheelasticor rigid-body
modesof anaircraftin anoscillatorymanner.Fora
tiltrotoraircraft,anymotionsof thistypeeffectively
representoscillatorytranslationalandrotationalmotions
oftheproprotorshaftin space.Thisleadstoproprotor-
generatedaerodynamicforcesandmomentsthatarea
functionof theseoscillatorymotions.Figure1,from
reference4,showstheperturbationrotor-inducedaero-
dynamicforcesactingatthehubsof atiltrotoraircraft
executingsmallpitchingandyawingmotionswhenop-
eratinginanairplanemodeofflight.Fromtheposition
of theseforcesontheaircraft,it isclearthattheforces
showncaninfluenceaircraftlongitudinalandlateral-
directionalstability.However,theshearforcesHandY
can,quiteindependentlyof anyaircraftrigid-bodymo-
tions,alsodestabilizetheproprotor-pylon-wingsystem
aeroelastically.Thesearetheshearforcesidentifiedby
Hall(ref.1)asthedriversforproprotor-pyloninstabil-
ity. Theyareadirectconsequenceof airloadmoments
thataregeneratedto precesstherotorinspacein re-
sponsetoshaftpitchingandyawingmotions.Inaddi-
tionto a truewhirl instabilityinvolvingbothpitching
andyawingmotionsofthepylon,proprotor/pyloninsta-
bilitycanoccurina singleplane(eitherpitchoryaw),
dependingon thepylonsupportstiffnesses.Propel-
ler/pylonwhirl flutter,ontheotherhand,isdrivenby
aerodynamiccross-stiffnessmomentsandcanoccur
onlyif thereispylonflexibilityinbothpitchandyaw.
A discussionof theseandotherimportantdifferencesin
theacromechanicalbehaviorof propellersandpropro-
torsisgiveninreference4.

Figure1. - Perturbationrotor-inducedaerodynamic
forcesactingonatiltrotoraircraftduringpitchingand
yawingoscillations(rotorsinterconnected).

Proprotor/pylonaeroelasticstabilitycontinuesto
beaprimaryconsiderationin thedesignof tiltrotorair-
craft. Becausewingtorsionalstiffnessis themajor
structuraldesignparameterinfluencingthisphenome-
non,thestabilityrequirementsof currenttiltrotorair-
craft(XV-15,V-22,BA-609)havebeenattainedby
usingthick,torsionallystiffwingshavinga23%thick-
ness-to-chordratio. Suchwingsprovidethetorsional
stiffnessrequiredforstabilityin thoseaircraft,albeitat
theexpenseof cruiseefficiencyandmaximumspeed.
Theuseof thinnerwingswouldpermithighercruise
speeds,increasedrange,andimprovedproductivity.
However,the attendantreductionin wing stiffness
wouldbringwithit theproblemof proprotor/pylonin-
stability.Thus,aeroelasticinstabilityof thepropro-
tor/pylon/wingsystemstandsasa majorbarrierto in-
creasingthemaximumspeedcapabilityof tiltrotorair-
craft. Bothpassiveandactivemethodsfor extending
proprotor/pylonstabilityboundariesfor conventional
tiltrotoraircrafthavebeeninvestigated.References7-
12,whichdescribestudiesinto theuseof wingand
bladeaeroelastictailoringtechniquesfor improving
stability,areillustrativeofpassiveapproaches.

Whiletherehavebeenanumberofstudiesdeal-
ingwiththeuseof activecontrolsfor improvingthe
aeroelasticbehaviorof tiltrotoraircraft,mostof these
haveaddressedtheproblemof gustandmaneuverload
alleviationandtherehasbeenonlylimitedattention
giventotheuseof activecontrolsforstabilityaugmen-
tation(refs.13-16).Reference13investigatedtheap-
plicationof swashplatefeedbackfor augmentationof
aeroelasticstabilityaspartof abroaderstudyof feed-
backcontrolfor improvingtheaeroelasticandrigid-
bodyflightcharacteristicsoftiltrotoraircraft.Thebase-
lineconfigurationof thosestudieswasaBoeingsoft-
inplanetiltrotorknownastheModel222.Bodeanaly-
seswereusedtodefinetheappropriategainsandphases



tobeappliedtothewingresponsesthatweretobefed
backtotheswashplatecyclicinputs.References14-t5
wereanalyticalstudiesof feedbackcontrolfor increas-
ingproprotor/pylonstabilityonanXV-15sizctiltrotor
aircraft.A feedbackgainmatrixwasintroducedintothe
formulationbyaddingafeedbacklooptotheequations
ofmotionlinearizedaboutaflightconditionofinterest.
Wing tip vertical velocities and accelerations were used
tor feedback. The gains needed to stabilize the system
were determined by simply varying the terms in the gain

matrix until an eigenvalue analysis of the closed-loop
system indicated a stable system. Reference 16 was an
analytical study into the use of linear quadratic regulator
(LQR) techniques for determining the wing feedback

gains needed to stabilize the whirl modes of a tiltrotor
aircraft using an active swashplate. The method was
studied using a mathematical model that had been de-

veloped earlier for a full-size semi-span configuration of
the XV-15. Control design was done in modal space.
The discrete state-space equations were transformed to
modal form to allow for separation of stable and unsta-
ble modes during the design of the controller. A Kal-
man-Bucy filter was employed as the state estimator to
account for disturbances and noise.

The Aeroelasticity Branch (AB) and the Army

Research Laboratory's Vehicle Technology Directorate
at NASA Langley Research Center, in collaboration

with Bell Helicopter Textron Inc (BHTI), is evaluating

an adaptive control technique known as Generalized
Predictive Control (GPC) (ref. 17) to assess its potential
lk_r actively controlling the swashplate of tiltrotor air-
craft to enhance aeroelastic stability in both hclicopter

and airplane modes of flight. The term adaptive as used
here refers to a control system in which the parameters

describing the model are identified under operational
conditions using measured input/output data, and the

updated system parameters are then used to compute a
new set of control gain matrices and the next set of
commands to be sent to the swashplate actuators, with

all computations being done on-line. GPC is a time-
domain method that uses a linear difference equation to

describe the input-output relationship of the system and
to design the controller. An ARX-type difference equa-

tion is being employed in the present study. The ARX
model is used for both system identification and control
design. The coefficient matrices of the ARX equation
are the quantities determined by the identification algo-
rithm. Closed-loop control is enhanced by performing
the system identification in the presence of the external
disturbances acting on the system. The coefficients of

the ARX model are assembled into a multi-step (finite-
horizon) output prediction equation, the desired (target)
response is specified, and the resulting expression is
used to form an objective function. Minimization of the
objective function leads to an expression for the control
to be applied to the system.

A 1/5-scale, semispan aeroelastic model of the

V-22 designed and built by Bell in 1981 is being used in
the cxperimental evaluation of GPC. That model, on
loan to the AB from the Navy, has been refurbished to

form a tiltrotor research testbed called the Wing and
Rotor Aeroelastic Test System (WRATS) tor use in the

Langley Transonic Dynamics Tunnel (TDT) (fig. 2).

Figure 2. - WRATS tiltrotor testbed installed in TDT.

Three exploratory experimental studies to investigate

the use of a multi-input/multi-output (MIMO) GPC-
based method tbr active control have been conducted on

the WRATS model to-date (ref. 18). These include a

hover test with the baseline stiff-inplane gimbaled rotor

(May 1998), a ground resonance test employing a soft-
inplane variant of the gimbaled rotor (October 1999),
and a wind-tunnel test with the baseline stiffness rotor

(April 2000).

The purpose of this paper is to summarize the re-

sults of the joint NASA/Army/BHTI investigation that
was conducted in the TDT in April 2000 in the initial
assessment of the potential of GPC for augmenting sta-
bility in tittrotor aircraft operating in the airplane mode
of flight. The WRATS model was modified to incorpo-
rate a GPC system for independently controlling the
actuators of the fixed-system swashplate. Active con-

trol was introduced into the fixed-system swashplate
using three high-frequency servo-controlled hydraulic
actuators mounted aft of the swashplate inside the pylon
fairing. The actuator commands included the steady
pilot commands as well as the actuator motions called
for by the active control algorithm. Wing bending and
torsion strain gages located near the wing root were the

sensors used to provide the response measurements
needed by the active control algorithm. The GPC-
computed commands were summed with the pilot trim
commands to produce the desired swashplate actuation
about the trim state. The effectiveness of the rotor

swashplate in increasing stability (damping) was inves-



tigatedoverarangeoftunnelairspeedsforasinglerotor
rotationalspeed.Therobustnessof theactivecontrol
systemto rapidvariationsin tunnelairspeedandrotor
speed,bothsinglyandin combination,wasstudied.
Theeffectof GPConbladeloadsandpitchlinkloads
wasnotassessed.

Thepertinentequationsunderlyingthemethod
arepresentedanddiscussedandthestrategyof com-
puterimplementationis described,includingsystem
identification,calculationof controllawmatrices,and
calculationof thecontrolcommandssenttotheswash-
plateactuators.Considerationsrelatedto implementa-
tionfor on-linecomputationsarediscussed.Experi-
mentalresultsarethenpresentedillustratingthestability
augmentationthatwasobtainedwith theGPC-based
activecontrolsystem.

GENERALIZED PREDICTIVE CONTROL

Introductory Remarks

Predictive controllers were initially introduced in

the chemical industries for controlling chemical proc-
esses and have found applications in a wide variety of

industrial processes (e.g., ref. 19). Predictive control
refers to a strategy wherein the decision for the current
control action is based on minimization of a quadratic

objective function that involves a prediction of the sys-
tem response at some number of time steps into the fu-
ture. A variety of predictive controllers have been pro-

posed (e.g., ref. 20). Among these, Generalized Predic-
tive Control (GPC), which was introduced in 1987 (rel\
17), has received notable attention by researchers. GPC

is a time-domain multi-input-multi-output (MIMO) pre-
dictive control method that uses a linear difference

equation to describe the input-output relationship of the
system. The input-output equation is used to form a
multi-step output prediction equation over a finite pre-
diction horizon while subject to controls imposed over a
finite control horizon. The control to be imposed at the

next time step is determined by minimizing the devia-
tion of the predicted controlled plant outputs from the
desired (or target) outputs, subject to a penalty on con-
trol effort.

A novel version of the GPC procedure was de-

veloped at NASA Langley Research Center in 1997 fl)r
efficient computation and unknown disturbance rejec-
tion by Dr. Jet-Nan Juang and his co-workers. Their
work has resulted in a suite of MATLAB m-files that
have been collected into a Predictive Toolbox that can

be used by researchers for GPC studies. A summary of
the SID and control theory underlying their develop-
ment is found in references 21-29, among others.

The essential features of the adaptive control

process used in the present GPC investigation are de-
picted in figure 3. The system has r control inputs u, m
measured outputs y, and is subject to unknown external

Disturbances (d)_

Uicl _._+ ,)Inputs (u),.._lvI Plant I Outputs (y)

u C _l System Identification & _.Disturbance Estimation

,

_[ Predictive Control(Feedack/Feedforward) _

Figure 3. - Block diagram of identification and control

procedure.

disturbances d. Measurement noise is also present.

There are two fundamental steps involved: (1) identifi-

cation of the system, and (2) use of the identified model

to design a controller. As mentioned earlier, a linear
difference equation or model is used to describe the

relationship between the input and the output of the sys-
tem. A linear input-output model gives the current out-

puts as a linear combination of past input and output
measurements. The input-output model used in the pre-
sent work has the form of what is referred to as an ARX

(autoregressive with exogenous input) model. The
ARX model is used for both system identification and

controller design. System identification is done on-line,
but not at every time point, in the presence of any dis-

turbances acting on the system. In this way, an estimate
of the disturbance model is reflected in the identified

system model and the disturbance does not have to be
modeled separately. This approach represents a case of
feedback with embedded feedforward. Because the
disturbance information is embedded in the feedforward

control parameters, there is no need for measurement of
the disturbance signal (ref. 28). The parameters of the
identified model are used to compute the predictive con-
trol law. A random excitation Uia (sometimes called

dither) is applied initially with u,. equal to zero to iden-
tify the open-loop system. Dither is added to the

closed-loop control input u, if it is necessary to re-
identify the system while operating in the closed-loop
mode.

Form of Model and Control Law Equations

The relationship between the input and output

digitized time histories of a MIMO system are described



byanARXmodelthathas the form where

y(k) = a, y(k-1) + _2 y(k-2) + ... +o_, y(k-p)

+ fl0u(k) +fl_u(k-1) + ... +fl,,u(k-p)
(1)

This equation states that the current output y(k) at time
step k may he estimated by using p sets of the previous

output and input measurements, y(k-l) ..... y(k-p) and
u(k-l) ..... u(k-p); and the current input measurement

u(k). The integer p is called the order of the ARX
model. The coefficient matrices ai and fit appearing in

this equation are referred to as observer Markov pa-

rameters (OMP) or ARX parameters and are the quanti-
ties to be determined by the identification algorithm.
Closed-loop robustness is enhanced by performing the

system identification in the presence of the external
disturbances acting on the system, thereby ensuring that
disturbance information will be incorporated into the
system model. The goal of SID is to determine the

OMP based on input and output data. The OMP may be
determined by any SID technique that returns an ARX
model of the system.

The ARX model is used to design the controller
and leads to a control law that in the case of a regulator

problem has the general form given by

u_(k ) = 6r[y(k-I) + a'; y(k-2) + --- +@ y(k-p)

+,8;,(k-D +¢_;y(k-2) + ... + ¢_i;,(k-p)
(2)

Equation 2 indicates that the current control input u,(k)

may be computed using p sets of the previous input and
output measurements. The coefficient matrices c( and
if appearing in this equation are the control gain matri-
ces.

System Identification

System identification in the presence of the op-

erational disturbances acting on the system is the first of
the two major computational steps. The external distur-
bances acting on the system are assumed to be unknown

(unmeasurable). The number of control inputs is r and
the number of measured outputs is m. The system is
excited with band-limited white noise for SID, These

random excitations are input to all r control inputs si-

multaneously and the m responses are measured. The

digitized input and output time histories (u and 3') at l

time points are then used to form the data matrices 3' and

V in the equation

y= Y V (3)

y=[y(O) y(I) y(2)...y(p)...y(l-1)]
m x l

and

(4)

u(0) u(l) u(2).., u(p) ... u(l-1) /

v(0) v(1) .-. v(p-l) .-- v(/-2) 1V= v(0) ii I v(p.-2) ... v(/-3)

*'" ipv(O) v(l- -1)

[r +(r +m)p] x l

(5)

Equations 4 and 5 follow from writing the discrete-time

state-space equations for a linear time-invariant system

at a sequence of time steps k = 0, I ..... l- 1 and grouping

them into matrix form. The vector v(k) appearing in the
data matrix V is formed from the vectors u(k) and y(k)
according to

(r+m} x I

(6)

The order of the ARX model (p) and the number of time

steps (/) must be specified by the user. Some guidelines

for their selection are given later. The sizes of the vec-
tors and arrays are noted.

In forming the matrices given in equations 4 and
5, it has been assumed that the state matrix A is asymp-

totically stable so that for some sufficiently large p, A k =

0 for all time steps k > p, and that an observer has been
added to the system. It is through these expedients that
the matrix V is reduced to a size amenable for practical

numerical computation of its pseudo-inverse. The SID
process yields OMP rather than system Markov parame-
ters (SMP) because of the inclusion of an observer. A

complete discussion of these aspects of the development
may be found in reference 21.

Y is the matrix of observer Markov parameters
that are to be identified and has the form

t?l x r tH x r 71lx IH ?H x r m x IH m x r 71lx m tH x r nl x t?l

mx[r +{r +m}p]

(7)



Thesolutionfbr Y is obtained by solving equation 3

for Y according to

-y y Vt= y vr[v vT_ -1= (8)

where 4idenotes the pseudo-inverse. If the product V Vr

is a well-conditioned matrix of reasonable size, the or-

dinary inverse can be taken as shown. Otherwise, a

pseudo-inverse must be used• It should be noted that
because the size of V Vr is much smaller than V, a

pseudo-inverse might be appropriate even if the product
is well conditioned.

Multi-Step Output Prediction Equation

The one-step ahead output prediction equation given

in equation I is the starting point for deriving the multi-
step output prediction equation that is needed for de-

signing a GPC controller• Using equation l, the output
at time step k+j may be written in the form

.... + t j! ,v(k + j)=o'li_v(k-I) + o'_j_v(k-2) + "'" o: )(k-p)
Ijl+ fl,,u(k + j)+fl',"u(k + j - I) +..-+ fl,, u(k)

+fl,"u(k-l)+fl_i'u(k - 2) + ... +fll/'u(k-l,)

(9)

where the coefficient matrices are given by recursive

expressions involving the matrices ai and fli appearing

in the ARX equation (ref. 25). The system identifica-
tion process described earlier determines the matrices as

and fig. Equation 9 shows that the output y(k+j) at time

step k+j may be estimated by using p sets of the previ-

ous output and input measurements, y(k-l) ..... y(k-p)
and u(k-l) ..... u(k-p), and the (unknown) current and
future inputs, u(k), u(k+l) ..... u(k+j). The GPC algo-

rithm is based on system output predictions over a finite

horizon hi, known as the prediction horizon. To predict
future plant outputs, some assumption needs to be made
about future control inputs. In determining the future
control inputs for GPC, it is assumed that control is ap-

plied over a finite horizon h,. known as the control hori-
zon. Beyond the control horizon the control input is
assumed to be zero. In GPC, the control horizon is al-

ways equal to or less than the prediction horizon. Let-
ting j in equation 9 range over the set of values j = I, 2,

.... hi,-1, the resulting equations can be assembled into a
multi-step output prediction equation having the form

' (k)= 7- uj,(k)+ B uv(k-p)+ .,4 yp(k-p)
)hp h_tlxh "c hl, nlXl., hl,mXl_t I "

hpm x [ ' h r x I pr x I pin x I

(10)

The coefficient matrices T, B, and ..4 are formed from

combinations of the observer Markov parameters ai and

fl,. The quantity y;,;,(k) is the vector containing the fu-
ture outputs, whereas Uh,(k) is the vector containing the

future control inputs yet to be determined. The quanti-

ties ul,(k-p) and yp(k-p) are vectors containing the previ-
ous p sets of control inputs and outputs, respectively.
The expanded form of this multi-step output prediction

equation is shown in equation 11.

y(k)

y(k +1)

y(k + q - 1)

y(k + q)

y(k + h_, - 1)

= "+a(" '%1

A_

A:" A,

_{/i-I) /_f(jq-2) ..

A(//) j_f I/-I } .,

: - -.

_(,h,-l) t_,{/,,,-2) . .

AJ

AI"

[/_e -h, )

u(k) ]

u(k.+ 1) /

u(k +/t - l)J

+

O' I O_ 2 • ' • O'p_ I 19//,

0_/I) 0(_ I) ... _il)l _'/))

: : ".. : :

OYl qM) _2/T(q-I ) " " " _pgY(q-[)l _l'(q-II

(q) (q)

al" a_" "" Gp_, a'p
: : ".. - :

= Gr + GI'I t_Gv-Il

y(k -l)

y(k -2)

y(k-p+l)

y(k - p)

]_i( I )

• q- ]_l ('l-l)

t,_l I q )

t_( h r -I )
I

hc< hp

_2

2

(q-I)
2

j_(q)
2

_/_Ihe-I)
2

"" 1_I,I /8/,

.. RI_ BII_
_p - I rp

.• /_(q-l) _(q-I)
_p rp

... R(q) /_lql
t" p-I _p

".. : :

•.. P2,-"E"-"

'_(q) -- _(q-I) "l- o(lq-l)j_/,_l ]
t"p-I -- I p

(11)

u(k - 1)

u(k - 2)

u(k-p+l)

u(k - p)



The OMP ai and fli determined in SID form the first

block rows of the coefficient matrices T,, ,4, and /3 in

equation 11. The terms in the remaining rows are com-

puted using the recursive relations indicated in the
boxes (ref. 25). All terms in equation 11 are known,

except for the h, sets of future commands and the he, sets
of predicted responses. The goal of the GPC control

algorithm is to determine the set of future commands
u(k), u(k+l) ..... u(k+h,.-l) that are required to achieve

a desired predicted response y(k), y(k+ 1)..... y(k+hl,- I ).

It should be remarked that the system Markov

parameters (SMP), which are commonly used as the
basis for identifying discrete-time models lbr linear dy-

namical systems, form the first block column in the ma-

trix U, the remaining block columns are formed from

subsets of the SMP. The Markov parameters are the
pulse response of a system and are unique for a given

system. The discrete-time state-space matrices A, B, C,
and D are embedded in the SMP.

Derivation of Control Law

The predictive control law is obtained by mini-
mizing the deviation of the predicted controlled re-

sponse (as computed from the multi-step output predic-

tion equation) from a specified target response over a
prediction horizon hi,. To this end, one first defines an
error function that is the difference between the desired

(target) response YT (k) and the predicted response

yhj,(k):

e = YT (k) - Yhp (k)

= Yv(k)-'Tut_ (k)-]3tlp(k - p)-Ayl,(k- p)

(12)

An objective function J quadratic in the error and the
unknown future controls is then formed:

J = E'T R _" + u_ Q uj_. (13)

Two weighting matrices are included in the objective

function: Q (symmetric and positive definite) is used to
weight the control effort and stabilize the closed-loop
system; R (symmetric and positive semi-definite) is

used to weight the relative importance of the differences
between the target and predicted responses. Typically,
Q and R are assumed to be diagonal and for Q to have

the same value w,. along its diagonal and R to have the

same value w, along its diagonal. Minimizing J with
respect to uh,(k) and then solving for uh,.(k) gives

ul_ (k) = - ( 7-rRT+ Q )+7-rR (_3y (k) +/3t_, (k - p) +.Ayp (k - p))

: _/ (-3y(k)+13t_,(k-p)+A)),(k-p))

I_.rxl

(14)

as the control sequence to be applied to the system over
the next h,. time steps. However, only the first r values

(corresponding to the first future time step)

u, (k) = -7 _ vT(k) + fl'u,, (k - p) a v,, (k - p)
rxl

(15)

arc applied to the r control inputs, the remainder are
discarded, and a new control sequence is calculated at

the next time step.

The target response is zero for a regulator prob-
lem and non-zero for a tracking problem. The matrix Q
must be tuned to ensure a stable closed-loop system.

Typically, h,. is chosen equal to hi,. However, h,. may be

chosen less than hp resulting in a more stable, but slug-
gish, regulator.

An expression for estimating the order of the

ARX model that is to be used for SID is given by

p>ceil

number qf + number of
._3,stemstates disturbance states

in
(16)

where ceil denotes rounding up the value of the quantity

in parentheses to the next higher integer. The number
of system states is typically chosen to be twice the num-

ber of significant structural modes; the number of dis-
turbance states is set to twice the number of frequencies
in the disturbance; m is the number of output measure-
ments. If measurement noise is of concern, the order of

p so computed should be increased to allow for compu-
tational poles and zeros to improve system identification
in the presence of noise. In practice, simply choosing p
to be 5-6 times the number of significant modes in the

system is often adequate. The prediction and control
horizons are set according to the relations

hp -> p hc _<hp (17)

Although hi, can be set equal to p, h_, is typically set
greater than p to weight the control effort so as not to
saturate the control actuators. If the control horizon is

greater than the system order a minimum energy (mini-
mum norm) solution is obtained wherein the com-

manded output is shared so that the control actuators

don't fight each other. If h l, is set equal to p one obtains



aso-calleddeadbeatcontroller(ref.25). Byextending
thepredictionandcontrolhorizons(andhencep, the

order of the ARX model) to very large values, the GPC
solution approaches that of the linear quadratic regulator

(LQR). Thus, GPC approximates an optimal controller

[or large p (ref. 17).

Weighting matrices Q and R are used to weight
the control effort and to weight the relative importance
of the differences between the target and predicted re-

sponses, respectively. As mentioned earlier, Q and R
are usually assumed to be diagonal and for Q to have

the same value w,. along its diagonal and R to have the
same value w, along its diagonal. The control weight

must be tuned to produce an acceptable solution without

going unstable. Reducing w, increases control authority

and performance but eventually drives the system un-
stable.

Key Features of Present Method

An ARX model is employed to represent the sys-
tem and is used for both system identification and con-
troller design. The SID process used makes recourse to

an observer to enable numerical computation of the

pseudo-inverse needed for calculation of the OMP that
comprise the coefficients of the ARX equation. The
controller is thus inherently observer-based but no ex-

plicit consideration of the observer needs to be taken
into account in the implementation. In practice, the

disturbances acting on the system are unknown or un-
measurable. However, as discussed in reference 28, by

performing the SID in the presence of the external dis-
turbances acting on a system, a disturbance model is

implicitly incorporated into the identified observer
Markov parameters. However, the identified model
unust be larger than the true system model to accommo-
date the unknown disturbances. Thus, the effects of the

unknown disturbances acting on the system are embed-

ded in the matrices .,4 and/3, and hence the control law

matrices a" and if. If only the disturbances acting on
the system change, there is no need to recalculate

7" (and hence y') because 7" is formed solely from the

SMP, which are unique for a given system (ref. 28).

The solution for Y indicated in equation 8 involves

forming the matrix products yV T and VV r. Here, these

products are obtained using the computationally effi-

cient procedure described in reference 23.

Computational Considerations

Several considerations dealing with computa-
tions should be kept in mind when developing algo-

rithms for GPC applications.

SID should be done with the external distur-

bances acting on the system so that information about
the disturbances is embedded in the OMP. However,

depending on the nature of the external disturbances, it
may be possible to perform a SID on a system without
the external disturbances and still determine a control

law that results in satisfactory closed-loop performance.

The computation of pseudo-inverses should be
performed using Singular Value Decomposition (SVD)

because of the latter's ability to deal with matrices that
are numerically ill conditioned. The use of pseudo-
inverses (via SVD) is recommended even in cases

where the ordinary inverse may seem appropriate (such
as in the operation (VVr) n indicated in equation 8).

A number of decisions also need to be made.

For example, should the system be re-identified and the
control law matrices recalculated in every sampling

period, every specified number of time steps (block up-

dating), or only if some event requiring a re-ID occurs'?
Should all the calculations be done in real time, or can

some be done in near real time'? Should updating of the

OMP be done in batch mode or recursively?

Microprocessor speeds are such that it is now of-
ten possible to complete the full cycle of GPC computa-

tions and apply the commands to the actuators within
one sampling period. However, the need for efficient

computational algorithms and attendant coding is not
expected to diminish.

Implementation Considerations

Several considerations must be taken into ac-

count when actually implementing GPC algorithms in
hardware for active controls work.

The measured response time histories must be

passed through a low-pass filter with a cut-off frequency
set equal to the Nyquist frequency)'u. The latter is cho-
sen so that the maximum frequency of interest is about

75% offN. The sampling frequency f_ should be at least
twice fN to prevent aliasing. However, iffs is made too

large the low frequency modes will be poorly identified
due to a loss of frequency resolution. A sampling rate
between 2 to 3 timesfN is generally sufficient. Once the

sampling frequency has been selected, the minimum

number of data points that should be used for SID fol-
lows from the requirement of having 5-10 cycles of the
lowest frequency mode in the measured response time
histories. Normalization of the input and output data
that is used for SID on the maximum actual or expected

values of the data is often helpful numerically. The

procedure will depend on whether the computations are
being done in batch mode or recursively.



Thecomputingtaskscanbedistributedamong
computersordifferentCPUsonasinglecomputer.The
choicewill influencetheextentof userinvolvement.
Thevaluesof theinputandoutputdatathatarebeing
usedduringclosed-loopoperationsmustbecarefully
monitoredto ensurethattheyfall withinacceptable
bounds.ThisiseasilydoneusingIF/THEN-typechecks
inthecode.

EXPERIMENTALSETUP

Wind Tunnel

The experiment was conducted in the Langley
Transonic Dynamics Tunnel, which is a continuous

flow, single return, variable pressure tunnel having a
test section 16-feet square with cropped corners. The
control room and test section walls are provided with

large windows for close viewing of the model. The
tunnel is capable of operation at stagnation pressures
from near vacuum to slightly above atmospheric and at

Mach numbers from near zero up to about 1.2. Either

air or a heavy gas (R-134a) can be used as the test me-
dium. Both the density and test-section Math number

are continuously controllable. The present investigation
was conducted in air near atmospheric conditions and at

free-stream Math numbers less that 0.30.

Model

The model used in the investigation is a modified

version of a Froude-scaled semispan aeroelastic model

of the V-22 tiltrotor that was used by Bell/Boeing to

support the preliminary and full-scale design phases of
the aircraft (Ref. 30). Upon completion of that series of
tests, the Navy transferred the model to the Aeroelastic-

ity Branch (AB) at NASA Langley under a loan agree-
ment to be used as the experimental testbed of a tiltrotor
aeroelastic research program that was initiated by AB in
1994. The tiltrotor testbed has been designated the

Wing and Rotor Aeroelastic Testing System (WRATS).

General Characteristics

The WRATS tiltrotor testbed as installed in the

Langley Transonic Dynamics Tunnel lor this study is
shown in figure 2. The model has a length scale factor
of 1/5 and was designed to maintain full-scale values of
the Froude, Lock, and Strouhal numbers when operated

in air (Ref. 30). The wing and rotor are dynamically
and aeroelastically scaled; the pylon is only dynamically

scaled. The fuselage is rigid and only maintains the
scaled external aerodynamic shape. The model is at-

tached to a support structure that is effectively rigid, its
lowest frequency being well above any important elastic

mode frequency of the model. Simulation of the dis-
tributed wing beamwise, chordwise, and torsional stiff-

ness is provided by means of a hollow, rectangular cross
section, composite spar having chordwise flanges. The

4.6-foot spar, which lies along the calculated elastic axis
of the wing, has segmented, nonstructural, aluminum

aerodynamic fairings that provide the spanwise distribu-
tion of airloil contour. To provide surface continuity
over the lifting surface of the wing, the space between

the segments is filled with strips of foam rubber. The
wing-tip-mounted pylon contains the transmission and

gearbox components for the rotor drive system, the
lower part of the mast, and the swashplate control sys-
tem. Because these internal components can be treated

as rigid, the pylon is scaled dynamically so as to pre-
serve its overall mass and inertia properties. The pylon

is attached to the wing tip by means of a "racetrack"
spring assembly that simulates the combined stiffness of
the lull-scale conversion actuator and downstop lock
mechanism.

The 3-bladed, 7.6-foot diameter stiff-inplane ro-

tor has a gimbaled hub that is connected to the mast by a
constant speed joint (2 coincident universal joints). The
rotor yoke has 2.5 degrees of built-in precone and is

flexible to allow the blade coning angle to adjust under

centrifugal loading. The blades have a nonlinear distri-
bution of built-in twist with an overall root-to-tip twist

of 47.5 degrees (leading edge down).

A large plywood panel through the vertical plane

of symmetry of the model and attached to a support
structure consisting of a spider-like arrangement of steel

tubes was employed to seal the open back side of the
semi-fuselage and to serve as a reflection plane. The
structure also provided the offset needed to position the
rotor axis near the centerline of the wind tunnel.

The fundamental natural frequencies of the
model (as measured on the test stand) with the pylon
locked to the downstop in an airplane mode configura-
tion are summarized in Table I. Typical wind-on natural

Table I - System Natural Frequencies*

Mode

Wing Beam Bending

Wing Chord Bending

Wing Torsion

Pylon Yaw (2nd wing chord)
Blade 1st Elastic Flap

Blade 1st Elastic Lag

Blade Rigid Body Torsion
Blade 1st Elastic Torsion

Frequency, Hz
5.83

8.67

12.0

19.4
7.20

12.5

95.6

llO.

Rotor on, flapping locked out, zero rpm.



frequenciesoftherotorsystem(e.g.,atV= 100 knots and

f_ = 742 rpm) are: gimbal flapping at 0.85P, first cyclic
lag at 1.2P, and collective flapping (coning mode) at
about 1.7 P. The present test was run with the drive

system disconnected so the collective lag mode had zero

frequency.

Active Swashplate Hardware

Three high-frequency electro-hydraulic actuators

having a bandwidth of 50 Hertz were used in the control

system to drive the swashplate (fig. 4). The actuators
are positioned azimuthally at the 12, 4, and 8 o'clock

positions around and slightly aft of the nonrotating
swashplate. These actuators were used to input the

steady pilot commands as well as the swashplate inputs
called for by the GPC active control algorithm. Three
3000-psi servo-valves were used to meter hydraulic
fluid to the actuators. These servo-valves were located

inside the pylon near their corresponding actuators (see

fig. 4).

Servo-valve system

High-frequency

Active swashplate

Figure 4. - Major hardware components of the GPC
active control system.

Feedback Signals and Instrumentation

Feedback signals for the active control system
were developed from the measured responses of the

pylon/wing system. The suite of candidate responses
included wing strain gages (beam, chord, and torsion)

and six pylon accelerations (normal, lateral, and axial).
The beam and chord strain gages are located 17.0 inches

out from the root and the torsion strain gages are located
23.0 inches out from the root. The wing bending and

torsion gages were the sensors used for feedback. A
number of other measurements were monitored and

recorded either to trim the rotor or for flight safety, in-

eluding gimbal flapping angles and downstop spring
load. Pitch-link and blade loads were not measured.

Control System Architecture

A schematic diagram of the control system for

active stability augmentation is shown in figure 5. The
flapping response of the rotor is displayed

Pilot I _ 1P

Conlrol _ flapping

,con.oo OP Irim SyNem responses ]_

J/AcI u_o r

-

GPC _ I Feedback

Conlrol ] _ I responses

I sy._,. I

Figure 5. - Schematic of active stability control system.

to the pilot as 1P lateral and longitudinal flapping of the

rotor tip-path-plane. The pilot trims the windmilling
rotor by setting both the collective pitch (to maintain the

desired rotor speed) and the cyclic pitch (to maintain
zero flapping with respect to the shaft). A mixer in the

pilot control console calculates the commands to be sent
to the individual actuators to trim the rotor based on the

pilot stick commands. The GPC control system calcu-
lates the actuator commands needed for stability aug-

mentation. The steady 0P (DC) swashplate actuator

commands required for trim are summed with the oscil-

latory actuator commands calculated by the GPC system
(after those commands are converted from digital to

analog signals).

Data Acquisition and Processing

The data acquisition system (DAS) that is part of
the WRATS testbed is a 64-channel, PC-based system

consisting of a National Instruments data acquisition
board housed in a 750 MHz Pentium processor com-

puter with a per-channel sampling rate of 1000 Hz. The
WRATS DAS is controlled using a LabVIEW front

panel that has been customized to support WRATS
model testing. LabVIEW applications have been devel-

oped for on-line FFT analyses, harmonic analyses, ex-
citing the model via stick-stir inputs to the swashplate,

damping estimations using moving block and logarith-
mic decrement analyses, and plotting. The digitized
data records are written in a binary file format to the
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hostPC'sharddiskfor accessduringthetestandto
CDsfor permanentstorage.A MATLAB-basedpro-
gramisusedforpost-testdatareductionandplotting.

TheGPCcomputerconsistedofa500MHZdual
processorPCthatincludedadSPACEDSP1103add-in
cardforperformingreal-timedataacquisitionandcom-
putations.A sampling rate of 100 Hz was used for the

GPC data channels. The GPC computational tasks were
distributed among these three computing elements in the

manner indicated in figure 6. The entire process was
managed using ControlDesk, dSPACE's graphical user
interface (GUI), which was installed on CPU #2. The

portion of the GPC algorithm that computes the control
gain matrices a" and if is written in MATLAB and runs

on CPU #1. The calculation of the control inputs u,. that
are sent to the swashplate actuators is made by executa-
ble code that is installed on the DSP card. This code is

generated by using Real-Time Workshop to convert a

Simulink block diagram of the control law calculation to
C code. The C code then goes to the dSPACE compiler,

which generates the executable code that is placed on
the DSP. The user specifies appropriate values for the

parameters 1, p, h;,, h,, w,., and Wr needed by the GPC

algorithm and initializes the control gain matrices a" and
ff to zero using the ControlDesk front panel GUI that

runs on CPU #2. The DSP card continuously collects
the r-input and m-output data sets used by the GPC al-

gorithm. On user command, the DSP sends the set of
input/output data needed for system identification to

CPU #1 where the SID computations are performed and
the control gain matrices & and ff are computed. The

control gain matrices are automatically sent to the DSP,
which uses the p latest data sets to (continuously) com-

pute the control commands to be sent to the swashplate
actuators. Re-identification of the system, if needed, is

done closed-loop and on user command.

CPU #2

DSP Ca_

[ Select 1,p, hc, hp, w c, w r

t

._ Collect Imput/Oulput data(Continuous calculation)

Compute Ucusing the the p latest
UO data se(s

(Continuous calculation)

I-I ICPU #1 Update ,ac _ I$c
(0_ us_"con'cnand)

I
I

Figure 6. - Distribution of computing tasks in GPC
computer for active control studies.

Test Conditions and System Configurations

The GPC investigation constituted only a portion
of a much broader aeroelastic investigation that was
conducted with the WRATS model during the April

2000 test in the TDT. One of thc other objectives of
that test was to establish new baseline stability bounda-

ries tbr the model that included the hydraulic compo-
nents that had been installed earlier for active controls

testing. This baseline stability investigation was con-
ducted with the pylon in both the on- and off-downstop

configurations, over a range of rotor rpm, in both air and
heavy gas.

All GPC testing was conducted with the pylon
oriented in the airplane mode of flight and locked to the
wing downstop. The rotor was unpowered (wind-
milling). The stability of the model with the GPC-based
algorithm was measured over a range of tunnel air-
sf_eds up to a maximum of 120 kt, for a single rotor
rotational specd (888 rpm), and two values of kinematic

pitch-flap coupling (8.s) angles (-15 ° and - 45°). Be-
cause this was the first wind-tunnel test of the GPC al-

gorithm, a conservative approach was adopted wherein
all closed-loop testing was conducted at conditions that
were slightly within (more stable than) the correspond-
ing open-loop stability boundaries.

Test Procedure

The primary pylon/wing structural frequencies of

interest lie between 4 and 25 Hz, with the critical wing
beam mode frequency varying from 5.8 Hz down to as
low as 4.5 Hz with increasing airspeed. Based on the

implementation guidelines discussed earlier, the Nyquist

frequency fN was taken as 30 Hz, the sampling fre-
quency f_. was set to 100 Hz, and the number of time

steps I of input/output data used for SID was taken as

300.

For this test, the control horizon h,. was set equal

to the prediction horizon he, hp was set equal to p, the
order of the ARX model, and the response weight w_

was set to unity. The assumed order of the ARX model
(p) and the control weight (w,.) were varied to tune the
controller to the nuances of the WRATS model in the

on-downstop configuration with _5._= -15 ° while operat-

ing at an airspeed of 80 kt, which is well below the
open-loop flutter speed of that configuration. The tun-

ing process was conducted at both 770 and 888 rpm and
fed to the selection of'the fbf[owing best values for these
quantities: p ---30 and w,. = 1.0. Active control was in-

troduced into the fixed-system swashplate using three
hydraulic servo-actuators mounted aft of the swashplate
inside the pylon fairing. Wing bending (vertical and

chordwise) and torsion strain gages located near the
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wingrootwerethesensorsusedtoprovidetheresponse
measurementsneededbytheactivecontrolalgorithm.
Thus,therewerethreecontrolinputs(r = 3)andthree
feedbackoutputs(m=3).

In additiontoitsusetoactivelycontroltherotor
for GPCstabilityaugmentation,theactiveswashplate
wasalsousedto impose"stickstirs"toexcitethewing
modesof interestfor dampingdetermination.These
stick-stircommandsweresuperimposedon theGPC
andpilotcontrolcommandssentto theswashplateac-
tuators.Controlof thestickstir is integratedintothe
GUI thatispartof theWRATSDASsoftware.The
procedureemployedfor theGPCtestingis asfollows:
(1)WithGPCoff,thetunnelairspeedisbroughtuptoa
selectedvalue;(2)GPCis turnedon (theassociated
reductionin modelresponseisvisiblyquitedramatic);
(3)Dataacquisitionis initiated;(4)A stick-stirexcita-
tionis imposedatthefrequencyof thewingmodeof
interest;(5)Theresultingwingbeam(orother)response
is observedvisuallyby thetestengineerandthestir
terminatedwhensufficientamplitudehasbeenattained;
(6)Theresponseisallowedtodecayfreelytoitssteady-
statevalue;and(7)Dataacquisitionis turnedoff. The
totaldataacquisitiontimeistypically5-8secondslong.
Thefree-decayportionof therecordedtimehistoryis
thenanalyzedby movingblockandlog decrement
methodsto obtainanestimatefor themodaldamping
andthedampednaturalfrequency.Thisprocessis re-
peateduntil fiveacceptableestimatesof thedamping
areobtained.GPCisthen turned off and the entire pro-

cedure beginning with step (1) is repeated for all of the

airspeeds of interest.

The performance and robustness of the GPC al-

gorithm were assessed in transient conditions for 8._=

-15 ° by rapidly changing tunnel airspeed and rotor rota-
tional speed, both singly and in combination. The rotor

speed was varied between 770 and 888 rpm and the
tunnel airspeed between 60 and 145 kt.

RESULTS AND DISCUSSION

The GPC-based active control system was found

highly effective in increasing the stability (damping) of
the critical wing mode for all of the configurations of
the model tested. In particular, GPC was able to consis-
tently yield a closed-loop system in which the critical

wing mode had a minimum of about four-percent modal
damping over the range of test conditions investigated,
without visible degradation of the damping in the other

modes. The algorithm was robust with respect to its
performance in the tracking of rapid changes in both the
rotor speed and the tunnel airspeed. System identifica-
tion done at a low-speed flight condition was generally

sufficient for a wide range of rotor speeds and tunnel
velocities.

An indication of the effectiveness of the GPC-

based active control system in increasing the stability

(damping) of the critical wing beam mode of the model
is given in figures 7 and 8. The figures show a com-

parison of the measured open-loop and closed-loop
wing beam mode damping versus airspeed for 63 values

of-45 ° and -15 °, respectively. The mean and standard

20

16

Wing
beam 12
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damping, 8
% critical
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Figure 7. - Comparison of wing beam mode damping

versus airspeed with GPC on and off for 8_ = -45 °.
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Figure 8. - Comparison of wing beam mode damping

versus airspeed with GPC on and off for 8, = -15 °.

deviation of the five values of damping that were meas-

ured at each airspeed were determined. The mean val-
ues of damping are indicated by the symbols, and the
vertical lines indicate the standard deviations about
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thesemeanvalues.Theplottedcurvesaretheresultofa
splinefit appliedto themeanvalues.Ascanbeseen,
withGPCturnedonthewingbeammodedampingis
considerablyhigherthanwithGPCoff overtheentire
rangeoftunnelairspeedstested.It shouldberemarked
thatwithGPCon,it wasoftendifficultto estimatethe
dampingfromthefree-decayresponsesaftertermina-
tionof thestick-stirbecausethelargedampinglevels
resultedinveryfewcyclesof motion(sometimesasfew
asoneor two)beingavailableforthedampingcalcula-
tions.Thisisthereasonforthelargestandarddeviation
inthemeasuredvaluesoftheclosed-loopdamping.In
contrast,becausetheopen-loopdampingof thewing
beammodeissmall,thestandarddeviationofthemeas-
ureddampingiscorrespondinglyverysmall.It should
alsobe remarkedthattheeffectivenessof GPCwas
suchthatit triedto quelltheimposedstick-stirexcita-
tion,thusrequiringconsiderableamplitudeof excita-
tion. Thereasonfor thedrop-offandthenrisein
closed-loopdampingat 100knotsin figure8 is not
known.

Themeasuredtimehistoriesof thewingbeam
bendingmomentsduringandaftera typicalstick-stir
excitationwithGPConandoff areshownin figures9
and10.Figure9correspondstothe75-knotairspeedof
figure7 andfigure10correspondstothe120-knotair-
speedof figure8. Theclosed-looptimehistoriesclearly
illustratetheeffectivenessof theGPC-basedactivecon-
trolsystemtorapidlyreducetheresponse.
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Figure 9. - Effect of GPC on damped response of wing
beam bending mode at 75 kt for 53 = -45 °.
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Figure 10. - Effect of GPC on damped response of wing

beam bending mode at 120 kt for 5_ = -15 °.

Another example of the effectiveness of GPC is

given in figure I l, which shows a time history of the
wing beam bending moment while repeatedly cycling
GPC on and off for the 120-knot airspeed case of figure

8. The response is seen to adapt quickly to the changing

conditions, suggesting a certain level of robustness.

1300 [
1-

1100

Wing 900
beam

bending
moment, 700

in-lb

S°°l-
3000 1 2 3 4 5 6 7 8

Time, sec

Figure I I. - Time history of wing beam bending mo-

ment while cycling GPC on and off at 120 kt for 83 =

-15 °.

An indication of the swashplate pitch angles that
are associated with the GPC commanded actuator inputs

is given in figure 12. The figure shows the time history
of the longitudinal and lateral cyclic pitch angles for the
120-knot airspeed condition of figure 8 from a time near
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theendof astick-stirexcitationtoatimewellintothe
steady-statecondition.Thesteady-stateoscillatorycy-
clicpitchanglesareseentobemodest.

2.0

1.0

Swashplate 0
cyclic pitch

angles,
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-2.0

-3.0

st_c,,kGPC only
-stir

 lLIIlt ,, ,+ra,oyc,,c

0 1 2 3 4 5 6 7 8
Time, sec

Figure 12. - Measured time histories of closed-loop

swashplate cyclic pitch angles at 120 kt for 53 = -15 +.

CONCLUSIONS

A joint NASA/Army/Bell Helicopter Textron

wind-tunnel investigation was conducted in a prelimi-

nary assessment of the potential of generalized predic-
tive control (GPC) for active stability augmentation in

tiltrotor aircraft operating in the airplane mode of flight.
The studies were made in the Langley Transonic Dy-

namics Tunnel using an unpowered I/5-scale semispan
aeroelastic model of the V-22 modified to incorporate

an adaptive, GPC-based, MIMO active control algo-
rithm to individually control the actuators of the fixed-

system swashplate. Closed-loop stability of the model
resulting from GPC inputs computed using feedback

from wing-root strain gages was measured over a range
of steady tunnel airspeeds for a single rotor rotational

speed and two values of kinematic pitch-flap coupling.
Performance of the system was also assessed in tran-

sient conditions by rapidly changing tunnel velocity and
rotor speed about a nominal operating condition. Based
on the results obtained in this investigation, the follow-

ing conclusions are indicated:

1) The GPC algorithm employed was highly ef-

fective in increasing the stability (damping) in the criti-

cal wing mode of the model tested.

2) The GPC algorithm employed was also robust

with respect to rapid changes in both the rotor speed and
the airspeed, either singly or in combination.

3) All system identification and control law

computations were done on-line, permitting rapid adap-
tation to changing conditions.

4) The swashplate angles required were modest,

generally less than 0.3 degrees.

These results, in combination with equally suc-

cessful results obtained in an earlier ground resonance

test, suggest that a GPC-based active control system is a
viable candidate ibr stability augmentation in advanced

tiltrotor systems. Additional wind-tunnel tests of the

WRATS model are planned to evaluate the GPC meth-
odology over a broader range of operating conditions

for the baseline stiff-inplane gimbaled rotor, as well as

an advanced soft-inplane design.
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